
WHY?
• Hospitals around the world share clinical 

notes with patients
• However, notes are hard to read for patients 

(jargon, detailed analyses, unfamiliar syntax)
• Automatic text simplification can help, but we 

lack good datasets to develop those methods
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Help patients to understand their 
clinical notes with automatic text 
simplification.

RESULTS
• 851 notes, 790k words, >800 hours of effort
• Simplifications are on average 41% longer, 

with less lexical diversity (TTR ↓ 10%), and a 
higher readability (FRE ↑ 22%)

• Background section is hardest to simplify

METHOD
• We create a parallel dataset of professionally 

simplified German pathology reports
• Hired 9 medical students: "how would you 

intuitively explain this to a patient?”
• Analyze surface-level characteristics of the 

text and train paragraph-level baselines

CONCLUSION
• The new dataset will allow us to study how 

to simplify clinical notes
• Several operations needed: summarization, 

explanation generation, lexical simplification
• Dataset is of sufficient size to fine-tune large 

language models

Background: Undefined mass proximal 
thigh left. Suspicion of lymphoma, DDx 
soft tissue sarcoma. Entity?

Microscopy: The tumor has a relatively 
monomorphic appearance, with a 
hemangiopericytoma-like vascular pattern.

Background: The present sample is an
undefined tissue growth of the upper left 
thigh. The question of a diagnosis is raised. 

Microscopy: The tumor shows a rather 
homogeneous picture. The blood vessels 
grow in a particular pattern.

Simplify!

Model R-1 R-2 R-L BLEU SARI Len. Nov.

Identity 29.6 14.3 28.6 10.8 11.2 92 0%
Bert2Bert 26.5 8.3 25.0 7.3 41.4 103 79%
Bert2Share 28.3 9.5 26.6 8.2 42.7 102 78%
mBART 35.2 15.3 33.4 14.2 46.2 129 65%

Table 2: Automatic simplification results on paragraph-
aligned data. The identity baseline simply returns the
input as simplification. For the reference simplification,
the average length (Len.) is 132 tokens and average
unigram novelty (Nov.) is 69% (cf. Table 1).

son et al., 2014; Kloehn et al., 2018) or hybrid234

systems that combine pre-trained translation mod-235

els with domain-specific phrase tables (Shardlow236

and Nawaz, 2019). With our parallel dataset, fine-237

tuning large general-purpose language models be-238

comes a realistic option (Rothe et al., 2020).239

Inspired by Devaraj et al. (2021), we decided to240

train a paragraph-level simplification model. Com-241

pared with sentence-level simplification methods,242

a paragraph-level model has the benefit that we do243

not need sentence alignments (Štajner et al., 2018)244

and that we can capture simplification phenom-245

ena like syntactic simplification and summariza-246

tion (Alva-Manchego et al., 2019b). Our dataset247

has a natural paragraph-level alignment in the form248

of four core sections, so we consider this a first249

suitable baseline.250

Methods. We experiment with four instantia-251

tions of paragraph-level methods. (1) Identity:252

A simple baseline which outputs the original text253

as simplification. (2) Bert2Bert: A transformer-254

based encoder-decoder where both parts are ini-255

tialized with BERT (Devlin et al., 2019; Rothe256

et al., 2020). (3) Bert2Share: Same as Bert2Bert,257

but weights of the encoder and decoder are shared.258

(4) mBART: A sequence-to-sequence transformer,259

pre-trained on a sentence reconstruction objec-260

tive (Liu et al., 2020). We include hyperparameters261

and replication details in Appendix A.262

Evaluation. We report the standard TS metrics263

SARI (Xu et al., 2016), BLEU (Papineni et al., 2002)264

and ROUGE F1 (Lin, 2004) for unigram and bigram265

matches (R-1, R-2), and the longest matching sub-266

sequence (R-L). We randomly split reports into267

training/validation/test sets with an 80/10/10 ratio.268

3.2 Results and Discussion269

According to automatic metrics (Table 2), the gen-270

erated simplifications have a substantially higher271

simplicity (SARI) but only slightly higher adequacy272

(ROUGE and BLEU) than an identity baseline. We273

Identity mBART

Section BLEU SARI Len. BLEU SARI Len.

Background 0.1 6.2 15 6.5 47.9 86
Macroscopy 17.2 12.5 136 18.0 48.2 131
Microscopy 8.7 10.7 146 13.0 44.3 213
Conclusion 13.9 10.5 72 13.6 43.6 88

Micro Avg. 10.8 11.2 92 14.2 46.2 129

Table 3: Evaluation by report section. Micro averaged
metrics over all sections are reproduced from Table 2.

Model R-1 R-2 R-L BLEU SARI Len.

Identity 29.6 14.3 28.6 10.8 11.2 92
Bert2Bert 26.5 8.3 25.0 7.3 41.4 103
Bert2Share 28.3 9.5 26.6 8.2 42.7 102
mBART 35.2 15.3 33.4 14.2 46.2 129

mBART by report section

Background 25.1 7.7 23.0 6.5 47.9 86
Macroscopy 45.5 24.8 43.7 18.0 48.2 131
Microscopy 36.3 13.2 34.9 13.0 44.3 213
Conclusion 33.8 15.2 32.0 13.6 43.6 88

observe that mBART provides best results with 274

the average simplification length and novelty being 275

close to the reference (129 vs. 132 tokens, and 276

65% vs. 69% novelty, Table 2). While not directly 277

comparable, metrics are in a similar range as the 278

paragraph-level simplification results on English 279

medical abstracts by Devaraj et al. (2021).4 By 280

manual inspection (example in Appendix B), we 281

found that system outputs are mostly fluent, gram- 282

matical and subjectively easier to read. We also see 283

that the models generate elaborations and perform 284

a certain degree of content selection. 285

For a better intuition of where the models can 286

be improved, we report metrics by section type 287

in Table 3. We see that the background section 288

is most difficult to simplify. The low BLEU score 289

of the identity baseline (0.1 in Table 2) indicates 290

that there is little overlap between the original and 291

simplified vocabulary. We hypothesize that simpli- 292

fications for the background section include expla- 293

nations and contextual domain knowledge which 294

are difficult to generate with sequence-to-sequence 295

methods (Srikanth and Li, 2021). 296

4 Conclusion and Future Work 297

We present ongoing work towards a dataset of pro- 298

fessionally simplified clinical notes. Currently, the 299

corpus consists of 851 parallel documents totaling 300

4Devaraj et al. (2021) obtained ROUGE-1/2/L of 40/15/37,
SARI of 38, and BLEU of 44. In initial explorations on the
Cochrane dataset, we were able to reproduce the ROUGE and
SARI scores, but obtained a much lower BLEU score of 15.
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