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Task: automatic impression generation

Slide inspired by Sean MacAvaney: https://smac.pub/slides/sigir2019-radsum.pdf

Background: Technique: Chest, AP and lateral. 
Comparison: _ and _. History: Weakness and decreased 
blood sugar with leg swelling and tenderness.

Findings: The patient is status post coronary artery 
bypass graft surgery and apparently mitral valve 
replacement. The heart is mildly enlarged. The 
mediastinal and hilar contours appear unchanged. There 
is a slight interstitial abnormality, suggestive of a state of 
very mild congestion, but no new focal opacity. A left-
sided pleural effusion has resolved although mild 
scarring or atelectasis persists. Bones are probably 
demineralized.

Impression: Findings suggesting mild pulmonary 
congestion. Resolution of small left-side pleural effusion.
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Task: automatic impression generation

Slide inspired by Sean MacAvaney: https://smac.pub/slides/sigir2019-radsum.pdf

Background: Technique: Chest, AP and lateral. 
Comparison: _ and _. History: Weakness and decreased 
blood sugar with leg swelling and tenderness.

Findings: The patient is status post coronary artery 
bypass graft surgery and apparently mitral valve 
replacement. The heart is mildly enlarged. The 
mediastinal and hilar contours appear unchanged. There 
is a slight interstitial abnormality, suggestive of a state of 
very mild congestion, but no new focal opacity. A left-
sided pleural effusion has resolved although mild 
scarring or atelectasis persists. Bones are probably 
demineralized.

Impression: Findings suggesting mild pulmonary 
congestion. Resolution of small left-side pleural effusion.

Information about the patients’ condition and 
the procedure.

Detailed description of imaging observations. 
Positive and negative findings.

Summary of the most important observations.
Typically 1/3 of the findings length.
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Task: automatic impression generation

Slide inspired by Sean MacAvaney: https://smac.pub/slides/sigir2019-radsum.pdf

Background: Technique: Chest, AP and lateral. 
Comparison: _ and _. History: Weakness and decreased 
blood sugar with leg swelling and tenderness.

Findings: The patient is status post coronary artery 
bypass graft surgery and apparently mitral valve 
replacement. The heart is mildly enlarged. The 
mediastinal and hilar contours appear unchanged. There 
is a slight interstitial abnormality, suggestive of a state of 
very mild congestion, but no new focal opacity. A left-
sided pleural effusion has resolved although mild 
scarring or atelectasis persists. Bones are probably 
demineralized.

Impression: Findings suggesting mild pulmonary 
congestion. Resolution of small left-side pleural effusion.

Writing the impression is both
extractive (selecting findings), and
abstractive (forming a concise conclusion)
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Research contributions

Abstractive summarization is difficult to control, prone to hallucination
Proposal: extractive summaries as guidance (cheap, domain-agnostic)1

Automatic eval (ROUGE, …) suggests progress. What problems remain?
Manual error analysis of (un)guided methods2
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Guided summarization framework

GSum architecture (Dou et al., NAACL2021)

1. Extractive summarization (k sents.)
e.g., BertExt
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Guided summarization framework

GSum architecture (Dou et al., NAACL2021)

Radiology Report

Findings:

Document 
Encoder

Guidance 
Encoder

Decoder

Findings Guidance

Candidate Impression

1. Extractive summarization (k sents.)
e.g., BertExt

2. Guided abstractive summarization

Guidance
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Fixed-length guidance signal for all reports is ineffective

Hypothesis: effective guidance depends on 
intended target length

Longer guidance improves recall,
but deteriorates overall quality

9
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Variable-length extractive summaries as guidance

si
ROUGE
Oracle

BertExt
p(y = 1|si)

Top-k 
(k=3)

1 0.1

2 x 0.9 x

3 x 0.4 x

4 0.1

5 0.2 x

VariableFixed
Thresholding
(e.g., T ≥ 0.4)

Oracle
Approx

x x

x x

Fixed-length extractive (Liu & Lapata, 2019)
• Obtain training labels from oracle
• Train binary sentence-level classifier
• Pick top-k sentences (for all docs)

Example doc (5 sentences)

Method 1: thresholding (ours)
• Pick all sents with ≥ T, rather than top-k
• Learn T from val. set

Method 2: oracle approximation (ours)
• Learn classifier f(x) ➝ k
• Training labels is ROUGE Oracle
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Evaluation on two real world radiology datasets
Chest x-rays

Johnson et al. (2019). https://mimic.mit.edu/
Demner-Fushman et al. (2015). https://openi.nlm.nih.gov/

MIMIC-CXR OpenI

Instances 122,500 / 963 / 1,598 2,342 / 334 / 670

Avg. Finding length 56 tokens 37 tokens

Avg. Impression length 15 tokens 8 tokens

Novelty (unigram) 73.4% 86.8%
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MIMIC-CXR OpenI

Method R-1 R-2 R-L BS Fact. R-1 R-2 R-L BS Fact.

Baselines and fixed-length guidance
OracleExt 44.0 25.4 40.6 50.1 55.1 30.5 11.9 29.2 33.7 53.5
BertExt (Liu and Lapata, 2019) 32.7 18.1 30.0 41.9 44.5 23.6 7.4 22.6 32.2 42.8
BertAbs (Liu and Lapata, 2019) 48.4 34.1 46.6 58.8 47.3 62.0 52.7 61.7 69.2 39.3
GSum (Dou et al., 2021) 46.3 32.7 44.7 57.4 46.6 60.1 49.6 59.8 67.0 40.0

Variable-length guidance (ours)
GSum w/ LR-Approx 48.9 34.2 47.0 59.1 48.2 62.0 51.2 61.6 67.9 41.7
GSum w/ BERT-Approx 49.4 34.5 47.4 59.5 50.6 62.5 51.6 62.2 68.4 39.6
GSum w/ Thresholding 49.9 34.3 47.8 59.8 49.0 62.2 50.8 61.8 68.6 40.4

Domain-specific methods
WGSum (Hu et al., 2021) 48.4 32.8 46.5 58.6 49.8 61.1 50.0 60.8 67.9 38.4
WGSum+CL (Hu et al., 2022) 49.5 35.3 47.8 59.5 51.1 64.7 57.1 64.5 70.0 37.2

Table 2: Technical evaluation of unguided, guided and domain-guided methods on two datasets. Metrics are
ROUGE-1/2/L, BERTScore (BS) and CheXpert factuality F1 (Fact). All results were obtained by re-implementing
the models with the official code of respective papers, results directly cited are indicated with †.

BertExt
length (k = ·)

MIMIC-CXR OpenI

R-1 (Prec./Rec.) |ŷ| R-1 (Prec./Rec.) |ŷ|

Fixed (k = 1) 32.7 (38.5/34.2) 1.0 23.6 (24.6/26.9) 1.0
LR-APPROX 34.5 (35.7/40.0) 1.4 23.5 (23.9/27.2) 1.1
BERT-APPROX 35.2 (34.6/42.0) 1.5 23.5 (23.7/27.5) 1.1
Thresholding 36.1 (34.1/46.3) 1.7 23.2 (22.9/29.0) 1.2

k = |OracleExt| 36.9 (35.3/44.2) 1.6 24.3 (23.2/29.2) 1.2

Table 3: Comparing strategies for extracting variable-
length summaries with BertExt by measuring ROUGE
against the gold summary. Average summary length |ŷ|
given in sentences. All methods are tested as guidance
signal for GSum in Table 2.

was less effective on more abstractive datasets. For
future work, it would be interesting to study the
interplay between the degree of abstraction, and
the utility of extractive guidance signals.

Second, regarding the different strategies to ob-
tain variable-length extractive summaries, we can-
not conclude that one is superior over another. The
classifier-based approaches (LR-Approx, BERT-
Approx), and the thresholding-based approach
(Thresholding) lead to similar results when the ex-
tracted guidance is used downstream in GSum. For
each guidance extraction strategy, we calculate the
ROUGE scores of the guidance signal with respect
to the gold summaries. From Table 3, we see that
all strategies have the desired effect of increasing
content recall, with a smaller sacrifice in precision.

Third, to better understand how guidance influ-
ences the quality of summaries, we plot the R-1
scores across different target summary lengths (Fig-
ure 3). We find that variable-length guidance im-
proves the quality of longer summaries, while for

Figure 3: Evaluating summaries by target length on
MIMIC-CXR (equal number of samples per bucket).

shorter targets, extractive guidance is not beneficial.
By manual inspection, we find that short targets are
standard phrasings of negative results (e.g., “No ev-
idence of acute findings”), whereas longer targets
have a higher extractive component by reiterating
particular findings. In practice, it could be inter-
esting to combine unguided and guided methods
by letting the radiologist decide whether a long or
short summary should be generated.

Comparison with domain-specific guided sum-
marization (WGSum, WGSum+CL). Lastly,
compared with the domain-specific guided meth-
ods (Part 3 of Table 2), we find on MIMIC-CXR
that GSum with variable-length extractive guid-
ance is just as effective as WGSum and WG-
Sum+CL which use a graph of clinical entities.
On OpenI, our approach improves over WGSum,
but is slightly worse than WGSum+CL.

Summary of RQ1/RQ2. Overall our results
show that extractive summaries are a promising
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MIMIC-CXR OpenI

Method R-1 R-2 R-L BS Fact. R-1 R-2 R-L BS Fact.

Baselines and fixed-length guidance
OracleExt 44.0 25.4 40.6 50.1 55.1 30.5 11.9 29.2 33.7 53.5
BertExt (Liu and Lapata, 2019) 32.7 18.1 30.0 41.9 44.5 23.6 7.4 22.6 32.2 42.8
BertAbs (Liu and Lapata, 2019) 48.4 34.1 46.6 58.8 47.3 62.0 52.7 61.7 69.2 39.3
GSum (Dou et al., 2021) 46.3 32.7 44.7 57.4 46.6 60.1 49.6 59.8 67.0 40.0

Variable-length guidance (ours)
GSum w/ LR-Approx 48.9 34.2 47.0 59.1 48.2 62.0 51.2 61.6 67.9 41.7
GSum w/ BERT-Approx 49.4 34.5 47.4 59.5 50.6 62.5 51.6 62.2 68.4 39.6
GSum w/ Thresholding 49.9 34.3 47.8 59.8 49.0 62.2 50.8 61.8 68.6 40.4

Domain-specific methods
WGSum (Hu et al., 2021) 48.4 32.8 46.5 58.6 49.8 61.1 50.0 60.8 67.9 38.4
WGSum+CL (Hu et al., 2022) 49.5 35.3 47.8 59.5 51.1 64.7 57.1 64.5 70.0 37.2

Table 2: Technical evaluation of unguided, guided and domain-guided methods on two datasets. Metrics are
ROUGE-1/2/L, BERTScore (BS) and CheXpert factuality F1 (Fact). All results were obtained by re-implementing
the models with the official code of respective papers, results directly cited are indicated with †.

BertExt
length (k = ·)

MIMIC-CXR OpenI

R-1 (Prec./Rec.) |ŷ| R-1 (Prec./Rec.) |ŷ|

Fixed (k = 1) 32.7 (38.5/34.2) 1.0 23.6 (24.6/26.9) 1.0
LR-APPROX 34.5 (35.7/40.0) 1.4 23.5 (23.9/27.2) 1.1
BERT-APPROX 35.2 (34.6/42.0) 1.5 23.5 (23.7/27.5) 1.1
Thresholding 36.1 (34.1/46.3) 1.7 23.2 (22.9/29.0) 1.2

k = |OracleExt| 36.9 (35.3/44.2) 1.6 24.3 (23.2/29.2) 1.2

Table 3: Comparing strategies for extracting variable-
length summaries with BertExt by measuring ROUGE
against the gold summary. Average summary length |ŷ|
given in sentences. All methods are tested as guidance
signal for GSum in Table 2.

was less effective on more abstractive datasets. For
future work, it would be interesting to study the
interplay between the degree of abstraction, and
the utility of extractive guidance signals.

Second, regarding the different strategies to ob-
tain variable-length extractive summaries, we can-
not conclude that one is superior over another. The
classifier-based approaches (LR-Approx, BERT-
Approx), and the thresholding-based approach
(Thresholding) lead to similar results when the ex-
tracted guidance is used downstream in GSum. For
each guidance extraction strategy, we calculate the
ROUGE scores of the guidance signal with respect
to the gold summaries. From Table 3, we see that
all strategies have the desired effect of increasing
content recall, with a smaller sacrifice in precision.

Third, to better understand how guidance influ-
ences the quality of summaries, we plot the R-1
scores across different target summary lengths (Fig-
ure 3). We find that variable-length guidance im-
proves the quality of longer summaries, while for

Figure 3: Evaluating summaries by target length on
MIMIC-CXR (equal number of samples per bucket).

shorter targets, extractive guidance is not beneficial.
By manual inspection, we find that short targets are
standard phrasings of negative results (e.g., “No ev-
idence of acute findings”), whereas longer targets
have a higher extractive component by reiterating
particular findings. In practice, it could be inter-
esting to combine unguided and guided methods
by letting the radiologist decide whether a long or
short summary should be generated.

Comparison with domain-specific guided sum-
marization (WGSum, WGSum+CL). Lastly,
compared with the domain-specific guided meth-
ods (Part 3 of Table 2), we find on MIMIC-CXR
that GSum with variable-length extractive guid-
ance is just as effective as WGSum and WG-
Sum+CL which use a graph of clinical entities.
On OpenI, our approach improves over WGSum,
but is slightly worse than WGSum+CL.

Summary of RQ1/RQ2. Overall our results
show that extractive summaries are a promising

Takeaways
1. Fixed-length guidance is worse than no guidance
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MIMIC-CXR OpenI

Method R-1 R-2 R-L BS Fact. R-1 R-2 R-L BS Fact.

Baselines and fixed-length guidance
OracleExt 44.0 25.4 40.6 50.1 55.1 30.5 11.9 29.2 33.7 53.5
BertExt (Liu and Lapata, 2019) 32.7 18.1 30.0 41.9 44.5 23.6 7.4 22.6 32.2 42.8
BertAbs (Liu and Lapata, 2019) 48.4 34.1 46.6 58.8 47.3 62.0 52.7 61.7 69.2 39.3
GSum (Dou et al., 2021) 46.3 32.7 44.7 57.4 46.6 60.1 49.6 59.8 67.0 40.0

Variable-length guidance (ours)
GSum w/ LR-Approx 48.9 34.2 47.0 59.1 48.2 62.0 51.2 61.6 67.9 41.7
GSum w/ BERT-Approx 49.4 34.5 47.4 59.5 50.6 62.5 51.6 62.2 68.4 39.6
GSum w/ Thresholding 49.9 34.3 47.8 59.8 49.0 62.2 50.8 61.8 68.6 40.4

Domain-specific methods
WGSum (Hu et al., 2021) 48.4 32.8 46.5 58.6 49.8 61.1 50.0 60.8 67.9 38.4
WGSum+CL (Hu et al., 2022) 49.5 35.3 47.8 59.5 51.1 64.7 57.1 64.5 70.0 37.2

Table 2: Technical evaluation of unguided, guided and domain-guided methods on two datasets. Metrics are
ROUGE-1/2/L, BERTScore (BS) and CheXpert factuality F1 (Fact). All results were obtained by re-implementing
the models with the official code of respective papers, results directly cited are indicated with †.

BertExt
length (k = ·)

MIMIC-CXR OpenI

R-1 (Prec./Rec.) |ŷ| R-1 (Prec./Rec.) |ŷ|

Fixed (k = 1) 32.7 (38.5/34.2) 1.0 23.6 (24.6/26.9) 1.0
LR-APPROX 34.5 (35.7/40.0) 1.4 23.5 (23.9/27.2) 1.1
BERT-APPROX 35.2 (34.6/42.0) 1.5 23.5 (23.7/27.5) 1.1
Thresholding 36.1 (34.1/46.3) 1.7 23.2 (22.9/29.0) 1.2

k = |OracleExt| 36.9 (35.3/44.2) 1.6 24.3 (23.2/29.2) 1.2

Table 3: Comparing strategies for extracting variable-
length summaries with BertExt by measuring ROUGE
against the gold summary. Average summary length |ŷ|
given in sentences. All methods are tested as guidance
signal for GSum in Table 2.

was less effective on more abstractive datasets. For
future work, it would be interesting to study the
interplay between the degree of abstraction, and
the utility of extractive guidance signals.

Second, regarding the different strategies to ob-
tain variable-length extractive summaries, we can-
not conclude that one is superior over another. The
classifier-based approaches (LR-Approx, BERT-
Approx), and the thresholding-based approach
(Thresholding) lead to similar results when the ex-
tracted guidance is used downstream in GSum. For
each guidance extraction strategy, we calculate the
ROUGE scores of the guidance signal with respect
to the gold summaries. From Table 3, we see that
all strategies have the desired effect of increasing
content recall, with a smaller sacrifice in precision.

Third, to better understand how guidance influ-
ences the quality of summaries, we plot the R-1
scores across different target summary lengths (Fig-
ure 3). We find that variable-length guidance im-
proves the quality of longer summaries, while for

Figure 3: Evaluating summaries by target length on
MIMIC-CXR (equal number of samples per bucket).

shorter targets, extractive guidance is not beneficial.
By manual inspection, we find that short targets are
standard phrasings of negative results (e.g., “No ev-
idence of acute findings”), whereas longer targets
have a higher extractive component by reiterating
particular findings. In practice, it could be inter-
esting to combine unguided and guided methods
by letting the radiologist decide whether a long or
short summary should be generated.

Comparison with domain-specific guided sum-
marization (WGSum, WGSum+CL). Lastly,
compared with the domain-specific guided meth-
ods (Part 3 of Table 2), we find on MIMIC-CXR
that GSum with variable-length extractive guid-
ance is just as effective as WGSum and WG-
Sum+CL which use a graph of clinical entities.
On OpenI, our approach improves over WGSum,
but is slightly worse than WGSum+CL.

Summary of RQ1/RQ2. Overall our results
show that extractive summaries are a promising

Takeaways
1. Fixed-length guidance is worse than no guidance
2. Variable-length improves over unguided, competitive w/ domain-specific
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MIMIC-CXR OpenI

Method R-1 R-2 R-L BS Fact. R-1 R-2 R-L BS Fact.

Baselines and fixed-length guidance
OracleExt 44.0 25.4 40.6 50.1 55.1 30.5 11.9 29.2 33.7 53.5
BertExt (Liu and Lapata, 2019) 32.7 18.1 30.0 41.9 44.5 23.6 7.4 22.6 32.2 42.8
BertAbs (Liu and Lapata, 2019) 48.4 34.1 46.6 58.8 47.3 62.0 52.7 61.7 69.2 39.3
GSum (Dou et al., 2021) 46.3 32.7 44.7 57.4 46.6 60.1 49.6 59.8 67.0 40.0

Variable-length guidance (ours)
GSum w/ LR-Approx 48.9 34.2 47.0 59.1 48.2 62.0 51.2 61.6 67.9 41.7
GSum w/ BERT-Approx 49.4 34.5 47.4 59.5 50.6 62.5 51.6 62.2 68.4 39.6
GSum w/ Thresholding 49.9 34.3 47.8 59.8 49.0 62.2 50.8 61.8 68.6 40.4

Domain-specific methods
WGSum (Hu et al., 2021) 48.4 32.8 46.5 58.6 49.8 61.1 50.0 60.8 67.9 38.4
WGSum+CL (Hu et al., 2022) 49.5 35.3 47.8 59.5 51.1 64.7 57.1 64.5 70.0 37.2

Table 2: Technical evaluation of unguided, guided and domain-guided methods on two datasets. Metrics are
ROUGE-1/2/L, BERTScore (BS) and CheXpert factuality F1 (Fact). All results were obtained by re-implementing
the models with the official code of respective papers, results directly cited are indicated with †.

BertExt
length (k = ·)

MIMIC-CXR OpenI

R-1 (Prec./Rec.) |ŷ| R-1 (Prec./Rec.) |ŷ|

Fixed (k = 1) 32.7 (38.5/34.2) 1.0 23.6 (24.6/26.9) 1.0
LR-APPROX 34.5 (35.7/40.0) 1.4 23.5 (23.9/27.2) 1.1
BERT-APPROX 35.2 (34.6/42.0) 1.5 23.5 (23.7/27.5) 1.1
Thresholding 36.1 (34.1/46.3) 1.7 23.2 (22.9/29.0) 1.2

k = |OracleExt| 36.9 (35.3/44.2) 1.6 24.3 (23.2/29.2) 1.2

Table 3: Comparing strategies for extracting variable-
length summaries with BertExt by measuring ROUGE
against the gold summary. Average summary length |ŷ|
given in sentences. All methods are tested as guidance
signal for GSum in Table 2.

was less effective on more abstractive datasets. For
future work, it would be interesting to study the
interplay between the degree of abstraction, and
the utility of extractive guidance signals.

Second, regarding the different strategies to ob-
tain variable-length extractive summaries, we can-
not conclude that one is superior over another. The
classifier-based approaches (LR-Approx, BERT-
Approx), and the thresholding-based approach
(Thresholding) lead to similar results when the ex-
tracted guidance is used downstream in GSum. For
each guidance extraction strategy, we calculate the
ROUGE scores of the guidance signal with respect
to the gold summaries. From Table 3, we see that
all strategies have the desired effect of increasing
content recall, with a smaller sacrifice in precision.

Third, to better understand how guidance influ-
ences the quality of summaries, we plot the R-1
scores across different target summary lengths (Fig-
ure 3). We find that variable-length guidance im-
proves the quality of longer summaries, while for

Figure 3: Evaluating summaries by target length on
MIMIC-CXR (equal number of samples per bucket).

shorter targets, extractive guidance is not beneficial.
By manual inspection, we find that short targets are
standard phrasings of negative results (e.g., “No ev-
idence of acute findings”), whereas longer targets
have a higher extractive component by reiterating
particular findings. In practice, it could be inter-
esting to combine unguided and guided methods
by letting the radiologist decide whether a long or
short summary should be generated.

Comparison with domain-specific guided sum-
marization (WGSum, WGSum+CL). Lastly,
compared with the domain-specific guided meth-
ods (Part 3 of Table 2), we find on MIMIC-CXR
that GSum with variable-length extractive guid-
ance is just as effective as WGSum and WG-
Sum+CL which use a graph of clinical entities.
On OpenI, our approach improves over WGSum,
but is slightly worse than WGSum+CL.

Summary of RQ1/RQ2. Overall our results
show that extractive summaries are a promising

Takeaways
1. Fixed-length guidance is worse than no guidance
2. Variable-length improves over unguided, competitive w/ domain-specific
3. On more abstractive data (OpenI) no clear benefit
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Extractive guidance helps to generate longer summaries
ROUGE by target length (tokens)

Effective

Not 
effective
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So far…
Guided methods are effective according to automatic evaluation.

What problems remain?
Manual error analysis of (un)guided methods
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Error analysis protocol (inspired by MQM)

Extended from the taxonomy of Yu et al. (2022)

Incorrect location of a finding?

Incorrect severity of a finding?

Any other error?

Please describe...

3

4

5

Finding/interpretation Comparison Ref. to prior report

Communication/followup Contradicting finding

1

2

WGSum+CL

WGSum

GSum

BertAbs

Manual error analysis of four methodsB

Document
Encoder

Decoder

Guidance
Encoder

Findings (x) Guidance (g)

Candidate Impression (ŷ)

Guided summarization frameworkA

Reference Impression
Right lower lobe opacity, possibly atelectasis, with associated
moderate sized effusion.

Candidate Impression
Persistent right lower lobe opacity with associated effusion, mildly
progressed from the preceding radiograph.

Content categories

Omissions

Additions

Factuality

100 reports
x 4   models
x 3   annotators

18
* GSum w/ threshold (ours) 
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Most frequent errors are addition/omission of findings
Guided methods reduce risk of omissions

Category: “findings” Omissions Additions

BertAbs (unguided) 70 51

GSum w/ threshold (ours) 58 72

WGSum (Hu et al., 2021) 62 61

WGSum+CL (Hu et al., 2022) 64 54

Reference: Interval increase in vascular 
engorgement. No frank interstitial edema. No 
focal consolidations identified.

Candidate: interval increase in pulmonary 
vascular congestion without evidence of 
interstitial edema. small right-sided pleural 
effusion.

Majority of overlapping findings is factual!
• Incorrect location (5-8%)
• Incorrect severity (7-9%)

Reference: … there is near-complete 
resolution of pleural effusion
Candidate: … there is resolution of pleural 
effusion
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Target impressions sometimes contain followups
Cannot be generated without clinical context

Category: “followups” Omissions Additions

BertAbs (unguided) 20 5

GSum w/ threshold (ours) 18 8

WGSum (Hu et al., 2021) 19 8

WGSum+CL (Hu et al., 2022) 19 4

Reference: Multiloculated right pleural effusion 
unchanged since _.  […] Findings were relayed 
to Dr. _ by Dr. _ _ following review on _ at 11:00 
via telephone.

Candidate: stable appearance of multiple 
loculated right pleural effusion.

Hallucinations!
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See the paper for all 11 categories and more examples…
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How to explain the problems in content selection?
Our ✨ hypothesis: ✨ models lack clinical context 

Latent factors in reporting
• Patient demographics
• Chest x-ray (multimodal)
• What happened after?
• What happened before? 

Background section

Background: Technique: Chest, AP and lateral. 
Comparison: _ and _. History: Weakness and decreased 
blood sugar with leg swelling and tenderness.

Findings: The patient is status post coronary artery 
bypass graft surgery and apparently mitral valve 
replacement. The heart is mildly enlarged. The 
mediastinal and hilar contours appear unchanged. There 
is a slight interstitial abnormality, suggestive of a state of 
very mild congestion, but no new focal opacity. A left-
sided pleural effusion has resolved although mild 
scarring or atelectasis persists. Bones are probably 
demineralized.

Impression: Findings suggesting mild pulmonary 
congestion. Resolution of small left-side pleural effusion.
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How to explain the problems in content selection?
Our ✨ hypothesis: ✨ models lack clinical context 

Latent factors in reporting
• Patient demographics
• Chest x-ray (multimodal)
• What happened before?
• What happened after? 

Background section

Almost all methods benefit 
from including background (delta over training without background)
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Conclusion

Takeaways
• Guided methods effective at steering content selection
• Extractive summaries are useful guidance, if we adapt length to each document
• Content selection issues remain – latent factors can explain some choices

Future work
• Incorporate more clinical context (multimodal, EHR data, clinician in the loop?)
• Benchmark and improve automatic metrics

• We release our error annotations

Thanks!
github.com/jantrienes/inlg2023-radsum

jan.trienes@uni-due.de
paul.youssef@uni-marburg.de
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Limitations of error analysis

Reference is most reliable 
benchmark for importance (w/o 
knowledge of clinical context)

Are additions faithful to findings?
Check addition spans for 
entailment with all input sentences.

Reference-based evaluation

Miura et al. (2021). RadNLI

LR-Approx BERT-Approx

Target F-1 (Prec./Rec.) F-1 (Prec./Rec.) Support

k = 0 46.2 (80.0/32.4) 53.7 (60.0/48.6) 37
k = 1 71.1 (63.4/80.9) 71.7 (68.9/74.9) 824
k = 2 39.7 (43.1/36.9) 46.7 (45.1/48.4) 512
k = 3 30.9 (53.3/21.8) 43.2 (61.5/33.3) 225
Macro Avg. 47.0 (59.9/43.0) 53.9 (58.9/51.3) 1,598

On training set 52.3 (64.1/47.6) 62.5 (69.7/58.5) 122,500

(a) Dataset: MIMIC-CXR

LR-Approx BERT-Approx

Target F-1 (Prec./Rec.) F-1 (Prec./Rec.) Support

k = 0 77.7 (85.9/70.9) 84.0 (86.6/81.6) 103
k = 1 84.6 (77.2/93.6) 85.4 (79.8/92.0) 450
k = 2 19.8 (36.1/13.7) 28.4 (39.6/22.1) 95
k = 3 15.4 (50.0/9.1) 8.7 (100.0/4.5) 22
Macro Avg. 49.4 (62.3/46.8) 51.6 (76.5/50.1) 670

On training set 58.5 (83.3/54.3) 51.1 (53.0/51.0) 2,342

(b) Dataset: OpenI

Table 6: Precision, recall and F1 for length prediction of
OracleExt. Scores are provided per class on the test set,
and as macro-average for both the training and test set.
Support indicates the number of samples in each class.

spans and models. It can be seen that the majority
of additions is either neutral to the findings section,
or entailed by it. Yet, between 23.4% and 29.3% of
additions contradict at least one findings sentence,
indicating that factuality of radiology report sum-
marization methods can also further be improved.

A.8 Error Analysis: Responses to Other

Category

We analyze the annotators’ comments from the
other error category, and categorize these errors
into two-level hierarchy using a bottom-up ap-
proach. Our categorization alongside definitions,
examples and counts is shown in Table 13.

B Replication Details for Modeling

We report hyperparameters of the summarization
models in Table 9, and for models that predict the
length of OracleExt (LR-APPROX/BERT-APPROX)
in Table 10. All models were trained on NVIDIA
RTX A6000 GPUs with 48GB of memory.

C Replication Details for Error Analysis

Sample statistics. For inclusion in the error anal-
ysis, samples were drawn uniformly at random
from the official test set of MIMIC-CXR. We com-
pare statistics of the sample with those of the full
test set in Table 8.

Model Entail Neutral Contradict

BertAbs 31.9% 44.7% 23.4%
GSum w/ Thresholding 34.5% 36.2% 29.3%
WGSum 32.0% 44.0% 24.0%
WGSum+CL 33.3% 41.2% 25.5%

Table 7: Factuality of additions in candidates (i.e.,
spans categorized as “2a Finding/interpretation”), as
per RadNLI (Miura et al., 2021).

Aspect Full Test Set Sample

Reports 1,598 100
Avg. |x|t 70 ± 27.4 63 ± 20.4
Avg. |x|s 6.2 ± 1.9 5.7 ± 1.6
Avg. |y|t 19 ± 15.2 18 ± 12.4
Avg. |y|s 1.8 ± 1.0 1.7 ± 0.9
Novelty 69.8% 69.7%
CMP 71.9% 70.3%

Table 8: Statistics of the MIMIC-CXR test set and the
sample used in the error analysis.

Aggregating span-based annotations. From the
three annotations we form a “gold standard” as fol-
lows: for binary questions we take a majority vote.
For span-based annotations, we first group (par-
tially) overlapping spans, and then take a majority
vote within each group. We provide an example
for the majority voting of span-based annotations
below. A1, A2, A3, denote annotators, and [–eX–]
denotes an error of category X.
Tokens: a b c d e f g h
A1 : [-e1-] [-----e2----]
A2 : [-e1-] [-e1-] [-e2-]
A3 : [-e1-] [--e1--]
---------------------------------------
Group : 1 2 3
---------------------------------------
Vote : [-e1-] [-e2-]

Inter-annotator agreement (IAA). We calculate
F1 for span-annotations (Deleger et al. (2012), cat-
egories 1 and 2), and Krippendorffs’ Alpha (Krip-
pendorff, 1970) for binary judgments (categories 3
and 4) and report the IAA by category in Table 11.

Preliminary
• Room for improvement in factuality
• Include findings in future annotations
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Comparisons to prior studies also often added/omitted
Similar trend across all methods

Category: “comparisons" Omissions Additions

BertAbs (unguided) 23 11

GSum w/ threshold (ours) 16 10

WGSum (Hu et al., 2021) 19 9

WGSum+CL (Hu et al., 2022) 23 7

Reference: Right lower lobe opacity, possibly 
atelectasis, with associated moderate sized 
effusion.

Candidate: persistent right lower lobe opacity 
with associated effusion, mildly progressed 
from the preceding radiograph.
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ROUGE oracle

4840

Algorithm 1 Greedy Selection Algorithm
Input: A source document x consisting of multi-

ple sentences {x1, · · · , x|x|}, its reference sum-
mary y, and a pre-defined integer N

Output: Oracle-selected highlighted sentences o
o = {}
for i = 1, · · · , N do

max_rouge= 0
for s in x/o do

rouge_1, rouge_2 = cal_rouge(o [ {s})
cur_rouge = rouge_1 + rouge_2
if cur_rouge > max_rouge then

max_rouge = cur_rouge
max_sent = s

end if
end for
if max_rouge == 0 then

break
end if
o = o [ { max_sent }

end for
return o

the highest ROUGE scores with the reference sum-
mary. We use a similar algorithm to select the
relation triples as well. Concretely, we flatten each
relational triple (s, r, o) by concatenating its ele-
ments together and treat each concatenated text as
a source sentence, then use Algorithm 1 to select
the relation triples greedily.

B Analysis

We perform more analysis on CNN/DM in this
section. Unless otherwise stated, we use oracle
extractions at training time and BertAbs as our
base model.

B.1 Controllability
In addition to the qualitative results in the main
paper, we also perform a quantitative analysis to
demonstrate the controllability of our models.

The quantitative results in Table 3 of the main
text already demonstrate to some extent that we
can control the model with guidance signals, as
guidance signals of better quality can lead to better
summaries. To further demonstrate this, we ran-
domly sample guidance signals multiple times and
plot the correlation between guidance quality and
output quality in Figure 4. We can clearly see that
there is a strong correlation between these two vari-
ables, indicating the controllability of our model.

Figure 4: There is a strong correlation between the
guidance quality and output quality, demonstrating the
controllability of our guided model.

Model Ref. Guidance R-1 R-2 R-L

Sentence
1st 1st 49.49 29.39 46.25

2nd 28.66 10.09 26.05

2nd 1st 20.63 5.29 18.25
2nd 40.33 23.16 37.36

Keyword
1st 1st 40.52 21.06 37.54

2nd 33.35 14.67 30.60

2nd 1st 22.49 7.26 20.17
2nd 28.75 12.65 26.19

Relation
1st 1st 40.45 21.05 37.52

2nd 33.56 14.65 30.79

2nd 1st 22.85 7.47 20.47
2nd 28.48 12.42 25.89

Retrieve
1st 1st 39.32 19.74 36.32

2nd 33.89 15.29 31.14

2nd 1st 22.61 7.55 20.34
2nd 28.31 12.33 25.72

Table 11: We divide each summary reference into two
halves and deduce the oracle guidance from them sepa-
rately. Feeding incompatible guidance signals can lead
to degraded performance.

In addition, we try to divide each test reference
summary into two halves, then use oracle extrac-
tion to obtain guidance signals for both of these two
halves and feed them to the model. Table 11 shows
that feeding incompatible guidance signals can lead
to degraded performance, which further demon-
strates that we can control the summary through
provision of user-specified inputs.

B.2 Semantic Similarity

To evaluate the semantic similarities between our
model outputs and the reference, we also compute
the METEOR scores (Banerjee and Lavie, 2005).
As shown in Table 12, all of our guided models can
outperform BertAbs in temrs of both of METEOR.
However, it is surprising that BertExt achieves the

28



Extractive guidance helps to generate longer summaries
ROUGE by target length (tokens)

29



Aggregating span-based annotation
First align, then majority vote

LR-Approx BERT-Approx

Target F-1 (Prec./Rec.) F-1 (Prec./Rec.) Support

k = 0 46.2 (80.0/32.4) 53.7 (60.0/48.6) 37
k = 1 71.1 (63.4/80.9) 71.7 (68.9/74.9) 824
k = 2 39.7 (43.1/36.9) 46.7 (45.1/48.4) 512
k = 3 30.9 (53.3/21.8) 43.2 (61.5/33.3) 225
Macro Avg. 47.0 (59.9/43.0) 53.9 (58.9/51.3) 1,598

On training set 52.3 (64.1/47.6) 62.5 (69.7/58.5) 122,500

(a) Dataset: MIMIC-CXR

LR-Approx BERT-Approx

Target F-1 (Prec./Rec.) F-1 (Prec./Rec.) Support

k = 0 77.7 (85.9/70.9) 84.0 (86.6/81.6) 103
k = 1 84.6 (77.2/93.6) 85.4 (79.8/92.0) 450
k = 2 19.8 (36.1/13.7) 28.4 (39.6/22.1) 95
k = 3 15.4 (50.0/9.1) 8.7 (100.0/4.5) 22
Macro Avg. 49.4 (62.3/46.8) 51.6 (76.5/50.1) 670

On training set 58.5 (83.3/54.3) 51.1 (53.0/51.0) 2,342

(b) Dataset: OpenI

Table 6: Precision, recall and F1 for length prediction of
OracleExt. Scores are provided per class on the test set,
and as macro-average for both the training and test set.
Support indicates the number of samples in each class.

spans and models. It can be seen that the majority
of additions is either neutral to the findings section,
or entailed by it. Yet, between 23.4% and 29.3% of
additions contradict at least one findings sentence,
indicating that factuality of radiology report sum-
marization methods can also further be improved.

A.8 Error Analysis: Responses to Other

Category

We analyze the annotators’ comments from the
other error category, and categorize these errors
into two-level hierarchy using a bottom-up ap-
proach. Our categorization alongside definitions,
examples and counts is shown in Table 13.

B Replication Details for Modeling

We report hyperparameters of the summarization
models in Table 9, and for models that predict the
length of OracleExt (LR-APPROX/BERT-APPROX)
in Table 10. All models were trained on NVIDIA
RTX A6000 GPUs with 48GB of memory.

C Replication Details for Error Analysis

Sample statistics. For inclusion in the error anal-
ysis, samples were drawn uniformly at random
from the official test set of MIMIC-CXR. We com-
pare statistics of the sample with those of the full
test set in Table 8.

Model Entail Neutral Contradict

BertAbs 31.9% 44.7% 23.4%
GSum w/ Thresholding 34.5% 36.2% 29.3%
WGSum 32.0% 44.0% 24.0%
WGSum+CL 33.3% 41.2% 25.5%

Table 7: Factuality of additions in candidates (i.e.,
spans categorized as “2a Finding/interpretation”), as
per RadNLI (Miura et al., 2021).

Aspect Full Test Set Sample

Reports 1,598 100
Avg. |x|t 70 ± 27.4 63 ± 20.4
Avg. |x|s 6.2 ± 1.9 5.7 ± 1.6
Avg. |y|t 19 ± 15.2 18 ± 12.4
Avg. |y|s 1.8 ± 1.0 1.7 ± 0.9
Novelty 69.8% 69.7%
CMP 71.9% 70.3%

Table 8: Statistics of the MIMIC-CXR test set and the
sample used in the error analysis.

Aggregating span-based annotations. From the
three annotations we form a “gold standard” as fol-
lows: for binary questions we take a majority vote.
For span-based annotations, we first group (par-
tially) overlapping spans, and then take a majority
vote within each group. We provide an example
for the majority voting of span-based annotations
below. A1, A2, A3, denote annotators, and [–eX–]
denotes an error of category X.
Tokens: a b c d e f g h
A1 : [-e1-] [-----e2----]
A2 : [-e1-] [-e1-] [-e2-]
A3 : [-e1-] [--e1--]
---------------------------------------
Group : 1 2 3
---------------------------------------
Vote : [-e1-] [-e2-]

Inter-annotator agreement (IAA). We calculate
F1 for span-annotations (Deleger et al. (2012), cat-
egories 1 and 2), and Krippendorffs’ Alpha (Krip-
pendorff, 1970) for binary judgments (categories 3
and 4) and report the IAA by category in Table 11.
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Inter-annotator agreement
F1 for span-based (1, 2)

Krippendorff’s alpha (3, 4)

Parameter BertExt BertAbs GSum WGSum WGSum+CL

Training Steps (MIMIC) 20,000 20,000 20,000 50,000 100,000
Training Steps (OpenI) 20,000 20,000 20,000 20,000 20,000
LR (Encoder) 2e�3 2e�4 2e�4 5e�2 2e�4
LR (Decoder) n/a 2e�2 2e�2 5e�2 5e�2
Warmup (Encoder) 10,000 20,000 20,000 8000 10,000
Warmup (Decoder) n/a 10,000 10,000 8000 7000
Dropout 0.1 0.2 0.2 0.1 0.2
Checkpoint freq. (MIMIC) 1000 2000 2000 2000 2000
Checkpoint freq. (OpenI) 1000 2000 2000 200 200
Decoding n/a Beam search Beam search Beam search Beam search
Prediction length n/a � 5 tokens � 5 tokens � 5 tokens � 5 tokens
Training GPUs 3 5 5 4 3
Inference GPUs 1 1 1 1 1

Base model bert-base-uncased bert-base-uncased bert-base-uncased None dmis-lab/biobert-
base-cased-v1.1

Parameters 120,512,513 180,222,522 205,433,914 82,260,794 221,600,069

Table 9: Hyperparameters of BertExt/BertAbs (Liu and Lapata, 2019), GSum (Dou et al., 2021), WGSum (Hu et al.,
2021) and WGSum+CL (Hu et al., 2022). Training steps, warmup and learning rates were adapted as described in
Section 4.1. Remaining parameters kept as in the original publications.

Parameter Setting

LR-Approx

Features Bag-of-words, unigrams with mini-
mum document-frequency of 5, tf-idf

Parameters 3718 (MIMIC-CXR), 592 (OpenI)
Regularization L2 regularization with strength C = 1
Solver SAGA
Max. Iterations 1000

BERT-Approx

Checkpoint distilbert-base-cased
Parameters 65,784,580
Optimizer Adam
Learning rate 2e�5
Epochs 3
Dropout 0.2
Batch size 16
Checkpoint freq. 250
Hardware 6 GPUs

Table 10: Hyperparameters for guidance length predic-
tion models.

# Category IAA Count

Omissions from reference
1a Finding/interpretation 0.64 774
1b Comparison 0.34 236
1c Ref. to prior report 0.23 43
1d Communication/followup 0.83 216

Total 0.61 1269

Additions to candidate
2a Finding/interpretation 0.66 718
2b Comparison 0.44 155
2c Ref. to prior report 0.08 17
2d Communication/followup 0.65 72
2e Contradicting finding 0.26 34

Total 0.60 996

3 Incorrect location 0.26 111
4 Incorrect severity 0.41 121

Table 11: Inter-annotator agreement (IAA) by category
and total number of annotations before majority voting.
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