LLMs prioritize information consistently and

hierarchically. Behavioral probing shows how.
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Motivation Method
* | LMs excel at text summarization, but content * Use length-controlled summarization as a
selection issues persist. probe to analyze content prioritization.
* Prior work developed theoretical views of * |dea: shorter summaries = higher salience
salience, but it remains a latent concept. e Systematically track answerability of questions
 RQ: What salience notion have LLMs learned? at each length as proxy of content salience.
Observed Salience (Models) Perceived Salience
Length-constrained Summarization Question Answerability on Summaries Content Salience Map Models & Humans

How important is <question>

Corpus of |D| documents — 0Q2: What kind of patients were studied? Answerability
on a scale of 1-57?
Tar . Document-answer claims: Summary Length (Words) ,%C'
get lengths: 10, 20, ; _ ; : “ > 4
50. 100. 200 d v/ Patients with chronic Chagas cardiomyopathy (CCC) 10 50 200 ||
’ ’ woras X .. left ventricular ejection fraction <45% Q High
Document X .. without or with heart failure symptoms 1 Qe > 3
| X .. CCC stages B2 or C, respectively. Q2 / I a e
l Summary (50 words): The PEACH study investigated Correlation
Question Generation Prompt. Q0 the effects of exercise—-based cardiac
Create questions for each O o rehabilitation on QoL in patients with chronic Low < A /
summary length that capture O O Chagas cardiomyopathy. Significant short-term Q O y
typical information at that >/ O OO improvements in physical and social functioning 1 Q /
level. Questions should be O O\NO O were observed 1in the exercise group, but no o /
relevant to many documents O O differences were found after six months. g y
in this genre. >
Question Clustering Answerability: 25% (1 of 4 claims entailed) == Salience B
Prevalence GPT-40 Llama 3.1 (70B)
Resu ItS Q1. What is the main focus of the study?
. . o Q2. Which patient population is the study
* Content salience map gives an interpretable " concemed with?
Q3. What condition is being addressed in
o . the study?
view ONn Sa||ence patterns. Q4. What is the participant demographic or

characteristics in the study?
Q5. What was the main intervention used in

 We find a hierarchical prioritization of the study?

Q6. What are the significant benefits of
the intervention?

guestions: Some Qs are answered earlier/later Q7. What are the specific biological

markers influenced by the intervention?
Q8. What specific treatments were compared

) MOdeI behaVior iS highly ConSiStent and Q9. What specific metrics or ouitrcl:cfrr;\eezt\tjv?rfe?
. measured?
correlates well with other models. Q10. What was the study design or setting

Q1l1l. What are the detailed findings

° HOweve r’ mOdeI/hu ma N Sa I ience nOtionS dO regarding adverse events or side effects?

Q1l2. What significant statistical results
are reported?

align We” With eaCh Other. ... (9 additional rows) ...

Average —.

10 20 50 100 200 10 20 50 100 200

Conclusion
« We provide an interpretable framework for Measure Random OLMo Mixtral Llamazy, GPT-4o
: , : : Consist f Salj Estimat
analyzing LLMs’ notion of salience. onsistency of -a lence tstimates
. . . . o LLM-perceived —0.05 0.20" 0.54*F 0.71%F 0.76*"
 Model behavior is highly consistent within and LLM-observed 0.92**  0.99"*  0.99**  0.99** (.98

across families. Correlation of Salience Estimates
LLM-perceived vs. Observed  0.03 0.12 0.37* 047" 0.50"

 However, we cannot directly elicit salience

Correlation of Model and Human Salience

notions through Introspection, and it Only LLM-perceived vs. Human 0.07 0.16 0.417 046"  0.53*"
wea kly aligns with human expectations, LLM-observed vs. Human 0.20 0.25 0.33 0.36 0.25




