
Motivation

• LLMs excel at text summarization, but content 

selection issues persist.

• Prior work developed theoretical views of 

salience, but it remains a latent concept.

• RQ: What salience notion have LLMs learned?
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LLMs prioritize information consistently and 

hierarchically. Behavioral probing shows how.

Method

• Use length-controlled summarization as a 

probe to analyze content prioritization.

• Idea: shorter summaries = higher salience

• Systematically track answerability of questions 

at each length as proxy of content salience.

Paper Link

Results

• Content salience map gives an interpretable 

view on salience patterns. 

• We find a hierarchical prioritization of 

questions: Some Qs are answered earlier/later

• Model behavior is highly consistent and 

correlates well with other models.

• However, model/human salience notions do 

align well with each other.

Conclusion

• We provide an interpretable framework for 

analyzing LLMs’ notion of salience.

• Model behavior is highly consistent within and 

across families.

• However, we cannot directly elicit salience 

notions through introspection, and it only 

weakly aligns with human expectations.

Measure Random OLMo Mixtral Llama3.1
70b GPT-4o

Consistency of Salience Estimates

LLM-perceived !0.05 0.20→ 0.54→→ 0.71→→ 0.76→→

LLM-observed 0.92→→ 0.99→→ 0.99→→ 0.99→→ 0.98→→

Correlation of Salience Estimates

LLM-perceived vs. Observed 0.03 0.12 0.37→ 0.47→ 0.50→

Correlation of Model and Human Salience

LLM-perceived vs. Human 0.07 0.16 0.41→ 0.46→→ 0.53→→

LLM-observed vs. Human 0.20 0.25 0.33→ 0.36→ 0.25

Table 3: Spearman rank correlations between salience estimates, averaged across datasets. Per-dataset values in
Table 6. Significance: → (p < 0.05) and →→ (p < 0.01); row-wise maxima are bolded.

Question Lo/Lp/H ! Rationale LLM-perceived ! Rationales Human

(#1, RCT ") What
significant statistical re-
sults are reported?

2.5/4.0/5.0 Statistical results are essential
for assessing the validity and
reliability of the findings.

(H{1,2,3} = 5) Main outcome that physicians are looking for;
very important to be included as measure of success; without
it reporting is lacking

(#2, Astro #) What
broader context or field
does the study con-
tribute to or address?

4.6/3.4/2.4 Understanding the broader con-
text helps situate the study
within the larger scientific dis-
course.

(H{2,5} = 1) not relevant, experts would fill context; (H1
= 3) inferable from another question; (H3 = 4) context is
important although not always addressed; (H4 = 3) Situating
findings within literature, existing models or theories is
important

(#3, RCT ") What
was the main interven-
tion used in the study?

4.2/4.8/5.0 The main intervention is central
to understanding the study’s fo-
cus and findings.

(H{1,2,3} = 5) determines whether study influences decision
making; part of PICO therefore fundamental; essential for
communicating purpose/focus of the trial

Table 4: Example questions, salience scores by LLM-observed (Lo, rescaled to 1-5), LLM-perceived (Lp), humans
(H) and summarized rationales. Additional examples in Table 7.

salience ratings varies significantly for all mod-
els and datasets. Generally, strong instruction-
following models have more consistent perceived
salience than weaker models (avg. ω ranges from
0.20 for OLMo to 0.76 for GPT-4o). This finding
mirrors recent results in the LLM-as-a-judge litera-
ture which demonstrated instability in ratings due
to various factors including position bias (Wang
et al., 2024; Stureborg et al., 2024).

Perceived →= observed salience. Lastly, we
find only a weak to moderate correlation between
perceived and observed salience (highest: avg.
ω = 0.56 for GPT-4o-mini, lowest: ω = 0.12
for OLMo). Again, stronger instruction-following
models show higher correlations, indicating a clear
scaling effect. This gap echoes broader findings
where generative abilities may not reflect an under-
lying understanding in models (West et al., 2024).

RQ4: To what extent does model salience align
with human perceived salience? We find that
both LLM-salience estimates only show a weak
to moderate correlation with human salience per-
ception. Direct rating for question salience corre-
lates more than observed salience (highest LLM-
perceived: avg. ω = 0.53 for GPT-4o, highest

LLM-observed: avg. ω = 0.36 for Llama 3.1
70B). Weak correlation between models and hu-
mans holds for all dataset, also those where humans
agree more strongly among themselves (Table 6).

In sum, LLM users should carefully consider if a
model is appropriate for their summarization task,
or provide explicit signals about content priority
through prompts or during model training.

6 Related Work

Evaluating and Interpreting Summarization.
Recent work suggests that LLMs match or surpass
human performance in news summarization (Zhang
et al., 2024). However, traditional evaluation
protocols remain unreliable especially for LLM-
generated summaries (Fabbri et al., 2021; Goyal
et al., 2023). This spurred interest in analyzing
summarization model behavior. Studies found bi-
ases towards content near the beginning/end of doc-
uments (Ravaut et al., 2024; Laban et al., 2024).
Others analyze training dynamics of summariza-
tion models to identify when skills like content
selection are learned (Goyal et al., 2022). Extract-
then-abstract pipelines (Gehrmann et al., 2018;
Li et al., 2021) aim for interpretable text summa-
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Document Summary
Model

What information does 
this model consider as 

important?

Although LLMs are great at summarization,
content selection issues remain:

• Book summarization [Kim ‘24, FABLES]
• Lay language [Trienes ‘24, InfoLossQA]
• Diverse opinions [Huang ‘24, DiverseSumm]

How important is <question> 
on a scale of 1-5?
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3Document Summaries

Question Generation Prompt. 
Create questions for each 
summary length that capture 
typical information at that 
level. Questions should be 
relevant to many documents 
in this genre.

Summary (50 words): The PEACH study investigated 
the effects of exercise-based cardiac 
rehabilitation on QoL in patients with chronic 
Chagas cardiomyopathy. Significant short-term 
improvements in physical and social functioning 
were observed in the exercise group, but no 
differences were found after six months.

Target lengths: 10, 20, 
50, 100, 200 words

Correlation

Q2: What kind of patients were studied?

Document-answer claims:
✓ Patients with chronic Chagas cardiomyopathy (CCC)
✗ … left ventricular ejection fraction <45%
✗ … without or with heart failure symptoms
✗ … CCC stages B2 or C, respectively.

Question Answerability on Summaries

Answerability: 25% (1 of 4 claims entailed)

Corpus of |D| documents

Question Clustering


